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Abstract 
In this paper, the focus of the investigation is the power of the 
computational model which is based on the principles of 
discrimination learning to predict processing latencies of 
polysemous nouns. Discrimination learning has been shown as 
a powerful principle that can account for multiple language 
phenomena, such as various frequency effects, various 
morphological phenomena and so on. However, the application 
of the model in predicting semantic effects is at its very roots. 
Here, the model is applied to simulate processing of words with 
multiple related senses, by mapping the bigrams from the input 
to the output that is represented by an array of words that co-
occur with the target word. The simulated reaction time was 
positively correlated with empirically observed processing 
latencies. Additionally, the regression model fitted to simulated 
reaction time revealed a significant effect of lemma frequency, 
word familiarity, number of senses, and redundancy of sense 
probability distribution. These effects mirrored the pattern of 
the effects observed with empirical reaction time, the only 
exception being the reversal of the direction of the number of 
senses effect. Taken together, the results add to the body of 
research that links polysemy to context variability and 
additionally demonstrate how such a link can be related to 
learning.  

Keywords: distributional semantics; naive discrimination 
learning; polysemy.  

Introduction 
Discrimination learning, as defined by Rescorla (1988) is the 
process through which an organism learns the structure of the 
environment by discriminating the stimuli that serve as cues 
which are good predictors of the certain outcome from the 
stimuli that do not contribute to such prediction. Learning is 
thus seen as the dynamic process of the competition of cues, 
and knowledge, including language, as the system of cue-
outcome association that is constantly updated (Ramscar, 
Yarlett, Dye, Denny, & Thorpe, 2010).  

In order to further apply this approach to language 
processing & 
Marelli  
(NDR), a simple computational model based on the equations 
of Rescorla and Wagner (1972). The model includes no 
hidden layers and no feedback activation. The only process 
that the model subsumes is the mapping of the language input 
(e.g. bigrams) to the output (e.g. word meaning). The model 
has proven fruitful in accounting for multiple language 
phenomena, such as word frequency effect (Baayen, 2010), 
N-gram frequency effect (Baayen, Hendrix, & Ramscar, 
2013), morphological family size effect (Baayen, et al., 
2011), inflected paradigm typicality effect (Baayen, et al., 
2011; Filipo

2018) and so on. However, in the previous 
demonstrations, the outcomes were treated as the pointers to 
the locations in multidimensional semantic space. Although 
semantics was not conceptually seen as a localized 
phenomenon, technically it was implemented in such a way. 

In this paper, we aim to broaden the implementation of the 
model outcomes by applying the distributional semantics 
approach, i.e. by using co-occurrence vectors to specify the 
meaning of the word at the outcome level in the model. The 
distributional semantics models have been flourishing during 
the course of several decades to show that multiple 
phenomena related to processing of word meaning can be 
accounted for based on co-occurrence of words (Landauer 
and Dumais, 1997; Lund and Burgess, 1996; but lately also 
Mikolov, Sutskever, Chen, Corrado, & Dean, 2013; Mikolov, 
Chen, Corrado, & Dean, 2013). The meaning of a word is 
represented as the vector or a simple array of frequencies of 
the target word co-occurring with each of the context words 
(selected in advance). It has been demonstrated that such 
vectors do capture certain aspects of meaning, the most 
famous demonstration being the one of predicting human 
TOEFL synonymy choices based on the cosine distance 
between the vectors representing the words in question 
(Landauer & Dumais, 1997). 

The focus of the current research is on the polysemous 
words, i.e. words that refer to multiple related senses (e.g. 
paper as scientific paper, or paper as material). Processing 
advantage of polysemous words compared to unambiguous 
words was observed in numerous studies (Beretta, 
Fiorentino, & Poeppel, 2005; Klepousnitou, 2012; 

Marslen-Wilson, 2002; for a comprehensive review see 
Eddington & Tokowicz, 2015). Additionally, it was shown 
that an increase in a number of senses was followed by a 
decrease in processing latencies. Research in Serbian 
revealed that, in addition to a number of senses, the balance 
of sense probabilities also affected processing: the more 
balanced relative frequencies of individual senses were, the 

The 
balance of sense probabilities was operationalized as 
information theory measure of redundancy (Cover & 
Thomas, 1991; Shannon, 1948), higher redundancy being 
related to more balanced sense probabilities. Evidence from 
several lines of research suggested that the observed 
processing advantage of polysemous words was related to 
variability in contexts in which polysemous words appeared 
(

).  
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In this research, this hypothesis was tested by applying the 
discrimination learning approach (Baayen et al., 2011) to 
simulate the effects of polysemy in the Serbian language. 

Method 

 of polysemous nouns. The 
selection was based on the frequency of occurrence in Ebart 
media database (http://www.arhiv.rs), which was used for 
building semantic vectors. Only the words that occurred more 
than 500 times in the database were selected, which led to the 
selection of 130 polysemous words. For these words, 
processing latencies were taken from visual lexical decision 

99), whereas 
data on word length in letters, word familiarity, number of 
se

 

The simulation 
The simulation which is 
learning was conducted in R statistical software (R Core 
Team, 2017), by using ndl package (Arppe et al., 2015), 
following the procedure of Baayen et al. (2011).  

Specification of model input 

The input consisted of bigrams that constituted each word 
form in the nominative singular, as presented in the 
experiment (e.g. for word linija the input bigrams would be: 
#l, li, in, ni, ij, ja, a#).  

Specification of model output 

The output consisted of the lemma associated with the given 
word form and of the semantic vectors of that word form. The 
vectors were built separately for individual occurrences of all 
inflected forms of the target words by moving a 7-point 
window through the raw text of Ebart media database 
(http://www.arhiv.rs) of approximately 65 million words 
( . These 
vectors were simply arrays of context words that co-occurred 
with the target polysemous word (three positions to the left, 
or three positions to the right). 

Following the simplest approach described in Baayen et al., 
(2011), the simulated reaction time was estimated as the 
inverse summed activation for the word form which was 
presented in the experiment in which the empirical reaction 

 

Results 
The simulated reaction time was positively correlated with 
rea  = .334, 
t (128) = 3.880, p = .0002 (95% CI: r = .17  r = .48; Figure 
1).  

 
Figure 1: The relation between the simulated and the 

observed processing latencies. 

Additionally, linear regression model fitted to simulated 
reaction time revealed a significant effect of lemma 
frequency, word familiarity, number of senses, and 
redundancy of sense probability distribution (Table 1). All of 
the observed effects were comparable to those in the model 
fitted to behavioural data. Importantly, an increase in 
redundancy was related to an increase in both behavioural RT 
and simulated RT. However, although there was a significant 
effect of the number of senses on simulated RT, the direction 
of this effect was reversed as compared to that observed with 
fitting behavioural RT. 

 
Table 1: Coefficients from linear regression fitted to 

simulated reaction times for 130 polysemous nouns. 
 
 Estimate SE t Pr(>|t|) 

Intercept -4.19 .08 -50.96 <.001 
Word length 
in letters 

-.00 .03 -.05 .960 

(log) Lemma 
frequency 

-.09 .03 -3.05 .003 

Word 
familiarity 

-.06 .03 -2.05 .042 

Number of 
senses 

.06 .03 2.16 .033 

Redundancy 1.49 .49 3.04 .003 

Discussion 
The discrimination learning approach to language processing 
has been successfully combined with distributional semantics 
to account for processing of Serbian polysemous nouns. The 
processing latencies which were simulated in this way were 
related to standard psycholinguistic variables, as well as to 
descriptions of polysemy: number of senses and balance of 
sense probabilities (redundancy). However, while the latter 
affected simulated latencies in the expected direction, the 
direction of the former was reversed, thus opening the space 
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for future investigation. In spite of this, it can be concluded 
that the pioneering attempt to bring together the two 
approaches seems to be the fruitful ground to further 
understand the processing of lexical semantics in the light of 
simple learning principles. 
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