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Abstract 

Semantic priming has been studied for nearly 50 years across various experimental 

manipulations and theoretical frameworks. These studies provide insight into the cognitive 

underpinnings of semantic representations in both healthy and clinical populations; however, 

they have suffered from several issues including generally low sample sizes and a lack of 

diversity in linguistic implementations. Here, we will test the size and the variability of the 

semantic priming effect across ten languages by creating a large database of semantic 

priming values, based on an adaptive sampling procedure. Differences in response latencies 

between related word-pair conditions and unrelated word-pair conditions (i.e., difference 

score confidence interval is greater than zero) will allow quantifying evidence for semantic 

priming, whereas improvements in model fit with the addition of a random intercept for 

language will provide support for variability in semantic priming across languages.  
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Measuring the Semantic Priming Effect Across Many Languages 

Semantic priming is a well-studied cognitive phenomenon whereby participants are 

shown a cue word (e.g., DOG) followed by either a semantically related (e.g., CAT) or 

unrelated (e.g., BUS) target word1. Semantic priming is defined as the decrease in response 

latency (i.e., reduced linguistic processing or facilitation) for target words that are 

semantically related to their cue words in comparison to unrelated cue words1. Semantic 

priming research spans nearly 50 years of study as a tool to investigate cognitive processes, 

such as word recognition, and to elucidate the structure and organization of knowledge 

representation2, often by using results from these studies to develop theoretical and 

computational models that capture empirical effects3–6. Priming has also been used in 

studies of attention7,8, studies of bi/multilingual people9,10, on neurodivergent individuals such 

as those affected by Parkinson’s disease, aphasia, or schizophrenia11–13, and in a large body 

of neuroscience studies14–16. The purpose of this study is to leverage the power and network 

of the Psychological Science Accelerator (PSA)17 to create a cross-linguistic normed dataset 

of semantic priming, paired with other useful psycholinguistic variables (e.g., frequency, 

familiarity, concreteness). The PSA is a large network of research laboratories committed to 

large-scale data collection and open scholarship principles.  

Experimental psychologists have long understood that the stimuli in research studies 

are of great importance, and that controlled sets of normed information hold significant value 

for study control and allow for precision in measurement of effects. Often, stimuli are created 

in small pilot studies and then reused in many subsequent projects. However, both Lucas18 

and Hutchison19 provided evidence that these small pilot data should be carefully interpreted 

given larger, more reliable datasets. In recent years, researchers have begun to more 

frequently publish large datasets with experimental stimuli for reuse in future work20. These 

datasets include lexical frequency21,22, large collections of text (e.g., corpora)23, response 

latencies,24–26 and subjective ratings from participants on semantic dimensions such as 

emotion27–29, concreteness30, or familiarity31. Recent advances in computational capability, 
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the growth of large-scale online data collection, and the focus on replication and 

reproducibility may advance this research area. The importance of normed stimuli for 

research cannot be overstated. Not only do they provide methodological standardization for 

studies using the stimuli, but the stimuli themselves can also be studied to gain insight into 

cognitive architecture and processes, such as attention, memory, perception, and language 

comprehension or production32–35.  

Normed datasets provide a wealth of information for studies on semantic priming. 

Facilitation in priming is based chiefly on semantic similarity or the related word-pair 

condition as contrasted to the unrelated word-pair condition. Traditionally, word-pairs were 

simply grouped into pairs that were face-value similar (e.g., DOG-CAT) and unrelated (e.g., 

BUS-CAT), which was determined through pilot studies where word-pairs provided the 

expected statistical results. However, for reproducibility and methodological control, 

semantic similarity values should be defined before the results are known36. Semantic 

similarity has various conceptual and computational definitions that all generally describe the 

shared meaning between two words or texts5. The most common forms of similarity are 

feature-based similarity (i.e., number of shared features between words)37–39, association 

strength (i.e., the probability of a first word eliciting a second word when simply shown the 

first word)33,40, or text co-occurrence (i.e., words are similar because they frequently appear 

in proximity to one another)41–43. Each of these computational definitions of similarity can be 

calculated from normed datasets or text corpora to provide a continuous measure of 

similarity distance from 0 (unrelated) to 1 (perfectly related).  

The Semantic Priming Project comprised both a large-scale database collection and 

a semantic priming study that used defined stimuli to create related word pairs24. This project 

provided data for lexical decision and naming tasks for 1,661 English words and non-words, 

along with other psycholinguistic measures for future research. The results of the Semantic 

Priming Project showed 23 ms to 25 ms decreases in word response latencies (i.e., lexical 

decision or naming speed) for the related word-pair conditions compared to unrelated word-
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pair conditions. The proposed study seeks to expand this dataset and address three key 

limitations of the Semantic Priming Project: reliability of item level effects, small sample sizes 

per item, and the focus on English words and English-speaking participants.  

First, Heyman et al.44 explored the split-half reliability of item-level priming effects 

from the Semantic Priming Project, finding low reliability for the effects. This result 

corresponds with Hutchison et al.’s45 study, showing low reliability for priming effects; 

however, they demonstrated that priming effects can still be predicted at the item-level, albeit 

with a smaller dataset. Relatedly, for the second limitation, Heyman et al.46 noted that the 

required sample size necessary for reliable priming effects was much larger than the sample 

size used in the study, potentially explaining the differences between results as well as 

demonstrating the need for a larger dataset.  

Last, the Semantic Priming Project only contains English data. If semantic priming 

provides a window into the structure of knowledge, the dominant focus on specific 

languages, such as English, has limited our understanding of the influence of linguistic 

variation on representation. Languages differ in script, syllables, morphology, and semantics, 

as well as the cultural variations that occur across language users47,48. Related concepts that 

one may consider universal, such as LEFT and RIGHT, are not coded into all languages49.  

Studies with more than one language within the same study often focus on bi/multilingual 

individuals to elucidate the potential shared structure of knowledge across languages50,51. 

Therefore, claims about human language are often based on a small set of languages, 

limiting the generalizability of these claims52. Even with the increase in publication of normed 

datasets in non-English languages20, conducting cross-linguistic studies on the same 

concepts is challenging, as large-scale data in this area are sparse. 

Although it is challenging, using newer computational techniques53,54 and recently 

published corpora23,55, a broader coverage dataset in up to 43 languages is possible. 

Therefore, this study aims to provide data that complements and extends the published data, 

which would encourage research on methodology, item characteristics, models, cross-
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linguistic consistency in priming, and other theoretical areas that semantic priming has been 

applied to previously. The data will address the proposed limitations by increasing sample 

size to hopefully improve reliability and expanding beyond the English language within the 

same target stimuli. From this openly shared data, two research questions will be assessed 

as detailed in Table 1: 

1) Is semantic priming a non-zero effect? To assess this research question, we will 

examine the confidence interval of the semantic priming effect to determine if the 

lower limit of the confidence interval is greater than zero using an intercept-only 

regression model estimating across all languages. Therefore, we predict semantic 

facilitation with reduced response latencies for related word-pair conditions in 

comparison to unrelated word-pair conditions.  

2) Does the semantic priming effect vary across languages when examining the same 

target stimuli? We will add a random intercept of language to the model estimated in 

Hypothesis 1 to estimate the variability of priming across languages. We will 

conclude there is variability between priming effects for languages when the AIC for 

the random-intercept model is two or more points less than the AIC for the model in 

Hypothesis 156. To contextualize these results, we will provide a forest plot of the 

priming effects for languages to demonstrate the pattern of variability. For Hypothesis 

2, we do not specify predicted directions for the effects but do expect potential 

variability in priming effects across languages. It is logical to expect differences in 

language due to culture, orthography, alphabet, etc., and empirical data suggest 

meaningful differences between languages57,58.  

This research crucially supplements the literature outlined above by focusing on 

several key components of psycholinguistic research. For sampling, we will use accuracy in 

parameter estimation to ensure precision in our estimates59,60 to address the known reliability 

issues in item-level responding44,46 to support Hypothesis 1. The items will be selected using 

new computational techniques for addressing semantic similarity53,54 with recently available 
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large corpora of movie subtitles23 to appropriately match comparable items across 

languages. As noted in Buchanan et al.20, research in non-English languages is expanding; 

however, stimuli matching is still sparse across published databases. By using large corpora, 

items are matched not only in their similarity levels, but also for their frequency of use. Thus, 

differences in priming can be attributed to differences in linguistic structure or culture, rather 

than translation or poor item matching, supporting Hypothesis 2.  

Method 

Ethics Information 

We will not collect any identifiable private or personal data as part of the experiment. 

This project was approved by Harrisburg University of Science and Technology conforming 

to all relevant ethical guidelines and the Declaration of Helsinki, with special care to conform 

to the General Data Protection Regulation (GDPR; eugdpr.org). Each research lab will 

obtain local ethical review, rely on the ethical review provided by Harrisburg University, or 

provide evidence of no required ethical review. The IRB approvals are available on the Open 

Science Framework (OSF): https://osf.io/wrpj4/. Participants may be compensated for their 

participation by course credit or payment depending on individual lab resources. Labs will 

recruit participants via their own local resources. No exclusion criteria for participating in the 

study will be used, except for a minimum age requirement of 18 years (i.e., adult 

participants).  

Power Analysis 

For our power analysis, we first detail a background on how we plan to estimate 

sample size, explain accuracy in parameter estimation, provide two simulations based on 

previous research, and the final proposed sample size. We end this section by specifying 

why this procedure is superior to previous methods and the requirements for publication.  

 Background 

One concern is how to estimate the sample size required for cue-target pairs, as the 

previous literature indicates variability in their results46. Sample sizes of N = 30 per study 

https://osf.io/wrpj4/
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have often been used in an attempt to at least meet some perceived minimum criteria for the 

central limit theorem. We will focus on the lexical decision task for our procedure, wherein 

participants are simply asked if a concept presented to them is a word (e.g., CAT) or non-

word (e.g., GAT). The dependent variable in this study is response latency, and we will use 

lexical decision data from the English Lexicon Project25 and the Semantic Priming Project24 

to estimate the minimum sample size necessary for each item, as previous research has 

suggested an overall sample size may lead to unreliability in the item-level responses46. The 

English Lexicon Project contains lexical decision task data for over 40,000 words, while the 

Semantic Priming Project includes 1,661 target words.  

Accuracy in parameter estimation (AIPE) 

AIPE description. In this approach, one selects a minimum sample size, a stopping 

rule, and a maximum sample size. A minimum sample size will be defined for all items based 

on data simulation below. For the stopping rule, we focused on finding a confidence interval 

around a parameter that would be “sufficiently narrow”59–61. These parameters are often tied 

to the statistical test or effect size for the study, such as correlation or contrast between two 

groups. In this study, we will pair accuracy in parameter estimation with a sequential testing 

procedure to adequately sample each item, rather than estimate an overall effect size. 

Therefore, we will use the previous lexical decision data to determine our sufficiently narrow 

confidence by finding a generalized standard error one should expect for well measured 

items. After the minimum sample size, each item’s standard error will be assessed to 

determine if the item has met the goals for accuracy in parameter estimation as our stopping 

rule. If so, the item will be sampled at a lower probability in relation to other items until all 

items reach the accuracy goals or a maximum sample size determined by our simulations 

below.  

Estimates from the English Lexicon Project. First, the response latency data for 

the English Lexicon Project were z-scored by participant and session as each participant has 

a somewhat arbitrary average response latency62. The data was then subset for only real 
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word trials that were correctly answered. The average sample size before data reduction 

was 32.69 (SD = 0.63) participants with an average retention rate of 84% and 27.41 (SD = 

6.43) participants after exclusions. The retention rates are skewed due to the large number 

of infrequent words in the English Lexicon Project, and we will use the median retention rate 

of 91% for later sample size estimations. The median standard error for response latencies 

in the English Lexicon Project was 0.14 and the mean was 0.16. Because the retention rates 

are variable across items, we also calculated the average standard error for items that 

retained at least 30 participants at 0.12. This standard error rate would represent our 

potentially stopping rule.  

The data was then sampled with replacement to determine the sample size that 

would provide that standard error value. One hundred words within the data were randomly 

selected, and samples starting at n = 5 to n = 200 were selected (increasing in units of five). 

The standard error for each of these samples was then calculated for the simulation, and the 

percent of samples with standard errors at or less than the estimated population value was 

then tabulated. In order to achieve 80% of items at or below the proposed standard error, we 

will need approximately 50 participants per word. This value will be used as our minimum 

sample size for a lexical decision task, and the accuracy standard error level will potentially 

be set at 0.12.  

Estimates from the Semantic Priming Project. This same procedure was 

examined with the Semantic Priming Project’s lexical decision data on real word trials. The 

priming response latencies are expected to be variable, as this priming strength should be 

predicted by other psycholinguistic variables, such as word relatedness. Therefore, we aim 

to achieve an accurate representation of lexical decision times, from which priming can then 

be calculated. However, it should be noted that accurately measured response latencies do 

not necessarily imply “reliable” priming or difference score data63, but larger sample sizes 

should provide more evidence of the picture of item-level reliability. We used this data paired 

with the English Lexicon Project to account for the differences in a lexical decision only 
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versus priming focused task. The average standard error in the Semantic Priming Project 

was less at 0.06, likely for two reasons: the data in the Semantic Priming Project are 

generally frequent nouns and only 1,661 concepts, as compared to the 40,000 in the English 

Lexicon Project. The retention rate for the Semantic Priming Project is less skewed than the 

English Lexicon Project at a median of 97% and mean of 96%. Using the same sampling 

procedure, we estimated sample sizes of n = 5 to n = 400 participants increasing by units of 

5. In this scenario, we find the maximum sample size of 320 participants for 80% of the items 

to reach the smaller standard error of 0.06. Therefore, we will use 320 as our maximum 

sample size, and the average of the two standard errors found as our stopping rule, i.e., 

0.09.  

Final sample size. Given our minimum, maximum, and stopping rule, we then 

estimated the final sample size per language based on study design characteristics. 

Participants will complete approximately 800 lexical decision trials per session, and each 

participant only completes 150 of these concepts (75 targets in the related condition, 75 

targets in the unrelated condition as cue words are not analyzed) that are the target of this 

sample size analysis (see below for more details on trial composition). Therefore, the target 

number of items (n = 1000 concepts) was multiplied by the minimum/maximum sample size, 

and conditions (related word pair versus unrelated word pair) and divided by the total 

number of usable lexical decision trials per participant times the data retention rate (a 

conservative estimate of 90%). The final estimate for sample size per language is 741 to 

4741 [(1000*50*2) / (150*.90); (1000*320*2) / 150*.90]. The complete code and description 

of this process are detailed at: https://osf.io/rxgkf/. 

This sample size estimation represents a major improvement from previous database 

collection studies, as many have used the traditional N = 30 to guess at minimum sample 

size. Because the variability of the sample size is quite large, we will employ a stopping 

procedure to ensure participant time and effort is maximized, and data collection is 

optimized. To summarize, the minimum sample size will be 50 participants per word and the 

https://osf.io/rxgkf/
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maximum will be 320, which results in 741 to 4741 participants per language based on 

expected usable trials. Therefore, the total sample size will range from 7410 to 47410 

participants for ten languages. After 50 participants, each concept will be examined for 

standard error, and data collection for that concept will be decreased in probability when the 

standard error reaches our average criterion of 0.09. Item probability for selection will also 

be decreased when they reach the maximum proposed sample size (n = 320). This process 

will be automated online and checked in a scheduled subroutine.  

While 43 languages have been identified for possible data collection, we plan to first 

publish the data when ten languages have reached the appropriate sample size as outlined 

above based on recruitment of PSA partner labs. We will complete minimum data collection 

in English, Spanish, Chinese, Portuguese, German, Korean, Russian, Turkish, Czech, and 

Japanese. To date, we have recruited more than 100 researchers in 19 potential languages.  

Materials 

 The following details the important facets of the materials. We will first explain the 

types of word-pair conditions in a semantic priming study (i.e., related, unrelated, and non-

word). Next, we will detail how the related word-pair conditions were created using the 

OpenSubtitles corpora, new computational modeling techniques, and the selection 

procedure.  

Word-pair conditions 

In a semantic priming study, there are three types of word-pair conditions. In the 

related word-pair condition, cue-target pairs are chosen for their similarity or relatedness. 

Cosine distance is similar to correlation in representing relatedness; however, cosine 

distance is always positive. Therefore, a cosine distance of 1 represents the same numeric 

vectors (perfect similarity), while a cosine distance of 0 represents no similarity between 

vectors. To create the unrelated condition, cue-target pairs are shuffled so that the cue word 

is combined with a target word with which it has a negligible cosine distance similarity (i.e., < 

.15).  
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Finally, non-words pair conditions are created by using the Wuggy-like algorithm64 for 

non-logographic languages. We will consult with at least two native speakers to change one 

stroke or radical such that the character(s) are a pronounceable word with no meaning by 

starting from known non-word lists65. Any disagreements between native speakers will be 

resolved with discussion between these speakers. Each cue and target word were first 

hyphenated using the sylly package and LaTeX style hyphenation66. If words were not 

hyphenated, as they were one syllable or the syllables were not clear, we created bigram 

character pairs for replacement purposes. The 100,000 most frequent words for each 

language from the OpenSubtitles data were also hyphenated in this style. From the 

OpenSubtitles data, we calculated the frequency of each pair of possible hyphenation 

combinations (e.g., NAPKIN → [_, NAP], [NAP, KIN], [KIN, _]) as the transition frequency 

from Wuggy. For each cue and target, we selected a set of character replacements that: 

kept or matched closely to the same number of characters as the original word, minimized 

transition frequency (i.e., the frequency of the replacement was very close to the frequency 

of the original pair of hyphenated characters), and matched the number of character 

changes to the number of syllables. At least two native speakers will examine each 

programmatically generated word to ensure they are pronounceable (i.e., phonologically 

valid) and not pseudo-homophones (i.e., wherein the pronunciation sounds like a real word, 

KEEP → KEAP)64. In cases of disagreement, the native speakers will discuss and resolve 

these inconsistencies. When they have marked a non-word for exclusion, a new non-word 

will be generated until speakers agree it meets the rules for non-words. Native speakers may 

also suggest alternatives, which the lead author will check to ensure match to desired non-

word characteristics.   

To control the ability of participants to anticipate or guess the answers, we will ensure 

that half the trials will be answered with a word and half with a nonword. Therefore, we will 

use 150 related trials (150 word / 0 nonword; 75 pairs), 150 unrelated trials (150 word / 0 

nonword; 75 pairs), 200 word-nonword trials (100 word / 100 nonword, this can be word-
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nonword or nonword-word combinations to control for answer chaining; 100 pairs), and 300 

nonword-nonword trials (0 word / 300 nonword; 150 pairs). These trials will be randomly 

presented to control the transition probability between word and nonword trials (i.e., random 

presentation should ensure trials do not present a word-word-nonword-nonword style pattern 

that allows participants to mindlessly guess the answers). Therefore, the yes-no probability 

is 50% for words-nonwords across all trials, and the relatedness proportion for pairs is 

18.8%.  

Similarity calculation 

Corpora. As described in the introduction, the choice of related words based on 

similarity is key for the study. There are multiple measures of semantic similarity including 

the cosine between overlapping features39, free association probabilities33,40,67, and 

local/global coherence values from network models35,68. However, the underlying data for 

these calculations is inconsistent across languages. Therefore, one solution is to use the 

data present in the OpenSubtitles datasets23 (i.e., a large collection of movie subtitles) to 

calculate word frequency and cosine distance similarity values. These datasets have been 

used to calculate word frequencies for the SUBTLEX projects, which have validated their 

use as strong predictors of cognitive related phenomena21,69–76. Cosine distance was 

selected over other similarity measures because of the availability of possible languages and 

models for this project, as described below.  

 The OpenSubtitles data includes 62 languages or language combinations (i.e., 

Chinese-English mix). We will use the 10,000 most frequent nouns, adjectives, adverbs, and 

verbs from each potential language without lemmatization (i.e., converting words into their 

dictionary form RUNS → RUN). The udpipe package77 is a natural language processing 

package that contains more than 100 treebanks to assist in part of speech tagging (i.e., 

labeling words as noun, verb, etc.), parsing (i.e., separating blocks of text into words and 

their relationship to other words in a text), and lemmatization. This package was selected for 

its large coverage of languages with reliable part-of-speech tagging. Cross-referencing the 
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available languages in udpipe with the OpenSubtitles data allows for the possibility of 43 

different languages in this project. See Figure 1 for the model selection process. 

Modeling. The subs2vec project55 used the OpenSubtitles data to create fastText78 

computational representation for 55 languages. fastText is a distributional vector space 

model, an extension of word2vec53,54, wherein each word in a corpus is converted to a vector 

of numbers that represents the relationship of that word to a number of dimensions. These 

dimensions can be imagined as a thematic or topic representation of the text. The 

relationship between these vectors represents the similarity between concepts, as words 

that have similar or related meanings will appear in similar places and dimensions in a text, 

and will, therefore, have similar numeric vectors4,5. We will use the existing models from 

subs2vec to extract related word concepts for the most frequent concepts identified using 

the top cosine distance between word vectors.  

Cue selection procedure. The procedure for stimuli selection can be viewed at 

https://osf.io/s9h3z/ and is displayed graphically in Figure 1. If the language is available via 

subs2vec, the provided subtitle frequency counts will be examined. If the language has more 

than 50,000 unique concepts represented in the subtitle data, we will use the subtitle model 

only. If the subtitles do not provide enough linguistic information (i.e., fewer than 50,000 

concepts in the corpus), we will use the combined Wikipedia and subtitle model55. subs2vec 

contains models with only the OpenSubtitles data, only Wikipedia for a given language, and 

a combined model of both. The subtitle data has shown to best represent a language21,69; 

however, not all subtitle projects contain a large enough corpus for the subtitles to cover the 

breadth of the possible concepts within that language (e.g., Afrikaans subtitles only 

represent approximately 18,000 words).  

The selected token list will then be tagged for part-of-speech using udpipe, selecting 

tokens that are tagged as nouns, adjectives, adverbs, and verbs. From the udpipe output, 

the lemma for each token was selected to control for high similarity between lemma-token 

forms (e.g., run is highly related to runs). All stopwords (i.e., commonly used words in a 

https://osf.io/s9h3z/
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language with little semantic meaning such as THE, AN, OF), words with fewer than three 

characters for non-logographic languages, and words with numeric characters will be 

eliminated (i.e., 1 would be eliminated but not ONE). The stopword lists can be found in the 

stopwords package using the Stopwords ISO dataset79. This procedure will cover all but two 

languages in our list of 43 possible languages. For the final two languages, we will use 

udpipe to tag the OpenSubtitles directly and calculate word frequency. Additionally, fastText 

model using the same parameters as subs2vec will be trained for similarity calculation. The 

10,000 most frequent concepts will be selected at this point. 

Target selection procedure. Using the fastText models for each language, we will 

select the top five cosine distance similarity values for each concept in each language 

independently, resulting in 50,000 possible cue-target pairs. These will be cross-referenced 

across languages using Google Translate to create a master list of potential cue-target 

pairings. The related word pairs (n = 1000) will be selected from this list using each cue or 

target only once, favoring pairs with translations in most languages. Therefore, the selection 

procedure will be based on the most common cue-target pairs across languages, rather than 

selecting similar words in one language and then translating. This procedure is 

programmatic, using Google Translate, which may not produce the most appropriate 

translation for a word. Therefore, native speakers will ensure the accurate translation of word 

pairs using the PSA’s translation network for the final selected set in a similar manner as 

described above. They will suggest a more common or appropriate word for items they think 

are unusual, and in cases of disagreement, group discussion between the two translators 

will be used. In some instances, translation may indicate that a particular language does not 

have separate concepts for the cue-target pairing. In this instance, we will change the cue 

word to a related word for that language from the five selected in the original list. Thus, all 

targets are matched across languages, and as many cues as possible while avoiding 

repetition within a cue-target pair.  

Procedure  
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 We will describe the important components to the procedure in this section. First, we 

detail the implementation of the study, focusing on the timing software and adaptive stimuli 

section, as not all participants see all items. We then discuss the study procedure in order, 

as shown in Figure 2. First, participants will complete a demographic questionnaire, followed 

by the lexical decision task. We explain how our data compliments the Semantic Priming 

Project and finally, discuss additional data that we plan to combine with the current dataset.  

Implementation 

Timing software. While participants will be naïve to the word pairings, the principal 

investigator will know the pair combinations during data collection and analysis. A small 

demonstration of the experiment can be found at: https://psa007.psysciacc.org/. The study 

will be programmed using lab.js80, which is an online, open-source, study-building software. 

Precise timing measurement is required for this study, and the lab.js team has documented 

the accuracy of measurement within their framework81, and previous work has shown no 

differences between lab and web-based data collection for response latencies82. In addition, 

SPALEX, a large lexical decision database in Spanish, was collected completely online26. 

We will recommend that research labs suggest Chrome as their browser for participants 

completing the study due to recommendations from the lab.js team. However, meta-

information about the browser and operating system are saved when participants take the 

experiment to examine for potential implementation differences.  

Participants will be directed to an online web portal to complete the study, and all 

data will be retained in the online platform with nightly backups to the server. Participants will 

be required to complete the study on a computer with a keyboard, rather than on a device 

with only a touch screen. This requirement allows for tracking of the display of the device 

which will indicate important aspects about screen size, browser, and timing accuracy. In 

order to enforce this requirement, participants will be asked to hit the spacebar to continue 

the study. 

https://psa007.psysciacc.org/
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Adaptive stimuli selection. At the start of data collection, all presented items will be 

randomly selected from the larger item pool by equalizing the probability of inclusion equal 

for all words and non-words (p = 1/1000 concepts). After the minimum sample size is 

collected, each word’s standard error will be checked to determine if the sample size for that 

item has reached our accuracy criteria. If so, the probability of sampling that item will be 

decreased by half. Once a concept has reached the maximum required sample size, the 

probability of sampling will also be decreased by half. This procedure will allow for random 

sampling of the items that still need participants without eliminating words from the item pool. 

Therefore, we will ensure that there are always words to randomly select from (i.e., to keep 

the same procedure and number of trials for all participants) and that the randomization is a 

sampled mix of words that reach accuracy quickly and words that need more participants 

(i.e., participants do not only see the unusual words at the end of data collection). Once all 

words have reached the stopping criteria or maximum sample size, the probabilities will be 

equalized. We have set minimum, maximum, and a stopping rule for the initial data 

collection; however, we will allow data collection after these have been reached and will post 

updates to the data using a DOI service to allow researchers to cite the specific dataset they 

used for their research (modeled after the Small World of Words Project33, which is ongoing). 

All data will be included in our dataset, and the analysis section describes how we will 

indicate potential data for exclusion. Therefore, data collection will occur in a repeated-

measures design in which participants do not see all of the possible stimuli, but do see all 

the possible conditions (related, unrelated, and non-word pairs). They are blind to the 

condition each pair is presented in.  

Study Procedure 

Demographics. Participants will be directed to select their first language, which will 

then direct them to the appropriate translation of the experiment. Participants will be asked 

to indicate their gender (i.e., male, female, other, prefer not to say), year of birth, and 

education level (i.e., none, elementary school, high school, bachelors, masters, doctorate; or 
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their equivalent in the target country of data collection) for demographic variables. A flow 

chart of the procedure is provided in Figure 2. 

 Lexical Decision Task. Instructions on how to complete a lexical decision task will 

be shown on the next screen, followed by 10 practice trials. Each trial starts with a fixation 

cross (+) in the middle of the screen for 500 ms. The stimulus item will then be displayed in 

the middle of the screen in uppercase san-serif 18-point font (i.e., Arial font, DOG). On the 

bottom of the screen the possible responses will be shown as the traditional keys next to the 

Shift key depending on the most common keyboard layout for that language (i.e., Z and / on 

a QWERTY keyboard or < and - on a QWERTZ keyboard). Response keys will be mapped 

such that the “nonword” response option is on the non-dominant hand side of the keyboard, 

and the “word” response option is on the dominant hand side83. Participants will be asked for 

the dominant hand at the beginning of the study to determine the response mapping for their 

study. Participants will make their choice for each concept, and during the practice trials, 

they will receive feedback if their answer was correct or incorrect. The next stimulus will 

appear with an intertrial interval of 500 ms (i.e., the time between the offset of the first 

concept response and onset of the next concept, when the fixation cross is showing). 

Responses will time out after three seconds and move on to the next trial. After 10 trials, 

participants will see the instruction screen again with a reminder that they will now be doing 

the real task.  

 After 100 trials, the participants will be shown a short break screen with the option to 

continue by hitting the spacebar after 10 seconds. After eight blocks of 100 trials (800 word-

nonword decisions), the experiment will end with a thank you screen. On this screen, 

participants will indicate what type of credit they are receiving for the study (e.g., course 

credit, payment, no compensation, prize drawing), and they will be given instructions on how 

to indicate that they have completed the study to the appropriate lab. Participants will be 

allowed to take the study multiple times as items are randomly selected for inclusion. An 

estimate for the time required for the study is approximately 30 minutes inclusive of practice 
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trials, reading all instructions, and breaks. This estimate is based on previous studies of 

lexical decision times25, and pilot testing will be used to determine if the number of trials 

should be reduced to accommodate the 30-minute expected time.  

Comparison to the Semantic Priming Project. This procedure is a single stream 

lexical decision task wherein every concept (cue and target) is judged for lexicality (i.e., 

word/non-word). Many priming studies often present cue words for a short period of time 

prior to the presentation of target words for lexicality judgment. Evidence from the Semantic 

Priming Project suggests that the stimulus onset asynchrony (i.e., time between non-judged 

cue word and target word) does not affect overall priming rates (25 versus 23 ms for 200 ms 

and 1200 ms). Further, adding the lexicality judgment to each presented concept creates a 

less obvious link between cue and target to avoid potential conscious expectancy generation 

effects84,85. Even though they appear sequentially in the task, they are not explicitly paired by 

being a non-judged cue word followed by a judged target word. Therefore, this procedure 

varies from the data collected in the Semantic Priming Project; thus, extending their work to 

different conditions. Lucas18 provides evidence that priming effect sizes are relatively equal 

across task type (continuous, masked, paired, and naming), and therefore, we should expect 

similar results.  

Additional data. We will combine available lexical and subject rating data with the 

priming data. Lexical measures, such as length, frequency, part of speech, and the number 

of phonemes (i.e., sounds in a word) are easily created from the concept or the SUBTLEX 

projects. Subjective measures are concept characteristics that are rated by participants, and 

we will include age of acquisition86–89 (approximate age you learned a concept), 

imageability90,91 (how easy the concept comes to mind), concreteness92 (how concrete is the 

concept), valence (how positive versus negative is the concept), arousal (how excited or 

calm a concept makes a person), dominance (the word denotes something that is 

weak/subordinate or strong/dominant)27,29, and familiarity (how well a person knows a 
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concept)93. These variables were selected from the list of most published databases for 

linguistic data20. 

Analysis Plan 

An example of the data and processing for English can be found at 

https://osf.io/6jmzk/. Each of the sections described below in the descriptive statistics are 

available as files for raw and processed data from our OSF page. All data will be archived on 

our server, and we will use Zenodo (https://zenodo.org/) to release versions of the data with 

citable DOIs given the planned continuation of the project after the initial PSA support.  

Descriptive statistics  

Participant level data 

We will present descriptive statistics on the participants involved in the study 

including percentages of gender, education levels, native language, and average age. 

Information about the device used to complete the study will include percentages of 

computer operating system, the web browser, and the language locale (i.e., the language 

the browser defaults to using). Finally, the sample sizes collected by the collaborating labs 

will be provided. Each of these statistics will be provided for the overall data and the data 

separated by language.  

Trial level data  

Each language will be saved in a separate file with an item specific trial identification 

number to allow for matching concepts across languages (i.e., CAT [English] → KATZE 

[German] → GATTA [Italian]). If a participant leaves the study early (e.g., Internet 

disconnection, computer crash, closes the study), the data past this point in the study is not 

recorded, and therefore, the trial level data represents all trials displayed during the 

experiment. Participants are expected to incorrectly answer trials, and these trials will be 

marked for exclusion. All timeout trials will be marked as missing values in the final data. No 

missing values will be imputed.  

https://osf.io/6jmzk/
https://zenodo.org/
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We will mark for exclusion minimum response latencies of less than 160 ms94 (i.e., all 

trials will be presented in the trial level data for openness, but these will be excluded for 

analysis and calculations listed below). The response latencies from each participant’s 

session will then be z-scored in line with recommendations from Faust et al.62. We will not 

collect enough data to note if a person takes the experiment multiple times for privacy 

reasons, but as these would be considered different sessions, the recommended z-score 

procedure should control for participant variability at this level. Therefore, repeated 

participation would not be detrimental to data collection. Finally, participants' overall 

proportion of correct answers will be calculated, and participants who do not correctly 

answer at least 80% of 100 minimum trials will be excluded for item data, priming data, and 

analysis. The average error in the Semantic Priming Project ranged from 4% to 5%, and this 

criterion was chosen to include participants who were focused on the task.  

We will provide descriptive statistics on the average time to complete the study, the 

number of trials by word type (word, nonword), the accuracy by word type, and average z-

scored response latencies by word type (overall, excluding Z > 2.5, excluding Z > 3.0; see 

below). These values will be provided for overall results and separated by language.  

Item level data 

 The item file will contain lexical information about all stimuli calculated from the 

OpenSubtitles23 and subs2vec55 projects (length, frequency, orthographic neighborhood, 

bigram frequency, orthographic and phonographic Levenshtein distance). The descriptive 

statistics calculated from the trial level data will then be included: mean response latency, 

average standardized response latency, sample size, standard errors of response latencies, 

and accuracy rate. No data will be excluded for being a potential outlier; however, we will 

recommend a cut-off criterion for absolute value z-score outliers at 2.5 and 3.0, and we will 

calculate these same statistics with those subsets of trials excluded. For all real words, the 

age of acquisition, imageability, concreteness, valence, dominance, arousal, and familiarity 

values will be included. These values do not exist for non-words.  



 

25 

 We will provide descriptive statistics on the average sample size, average z-scored 

response latencies, and average SE for the z-scored response latencies by each word type 

(word, nonword). These values will be calculated for the overall data set, separated by 

language, and without each level of z-score outlier criterion.  

Priming data 

 In a separate file, we will also prepare information about priming results which 

includes the target word, average response latencies, averaged Z-scored response 

latencies, sample sizes, standard errors, and priming response latency. For each item, 

priming is defined as the average z-scored response latency when presented in the 

unrelated minus the related condition. Therefore, the timing for DOG-CAT would be 

subtracted from BUS-CAT to indicate priming for the word CAT. The similarity scores 

calculated during stimuli selection will be provided in this file, as well as other popular 

measures of similarity if they are available in that language. For example, semantic feature 

overlap norms are also available in Italian95, German96, Spanish26, and Dutch97. 

We will provide the average statistics for z-score priming, z-score unrelated response 

latency, z-score related response latency, sample size for unrelated trials, and sample size 

for related trials. These values will be calculated overall, by language, and with/without z-

score level exclusions. Last, we will calculate the participant level priming reliability98 and 

item-level priming reliability44.  

Exclusion summary 

 Data will be excluded for the following reasons in this order: 

1) Participant level data: the entire participant’s data will be removed from the analyses.  

a) Participant did not indicate at least 18 years of age.  

b) Participant did not complete at least 100 trials.  

c) Participant did not achieve 80% correct.  

2) Trial level data: only the individual trials will be removed from the analyses.  

a) Timeout trials (i.e., no response given in 3 s window). 
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b) Incorrectly answered trials. 

c) Response latencies shorter than 160 ms.  

3) Trial level exclusions dependent on test: trials marked for exclusion that are tested 

with and without these values in the hypotheses described below. 

a) Response latencies over the absolute value of Z = 2.5.  

b) Response latencies over the absolute value of Z = 3.0. 

Hypothesis 1 

 Hypothesis information is presented in Table 1. Hypothesis 1 predicts semantic 

facilitation with reduced response latencies for related than unrelated words. Hypothesis 1 

will be analyzed by calculating an intercept-only regression model using the z-scored priming 

response latency as the dependent variable. The intercept and its 95% confidence interval 

will represent the grand mean of the priming effect across all languages. The priming 

response latency is calculated by taking the average of the unrelated pair z-scored response 

latency minus the related pair response latency within each item. Therefore, values that are 

positive and greater than zero (e.g., > 0.0001) indicate priming because the related pair had 

a faster response latency than the unrelated pair. We will determine support for Hypothesis 1 

if the lower limit of the confidence interval is greater than zero (i.e., a directional 

comparison). This process will be repeated for average priming scores calculated without 

trials that were marked as 2.50 z-score outliers and 3.00 z-score outliers separately. The 

decision criteria will remain the same, and we will identify any differences in decisions based 

on outlier statistics (e.g., priming only occurs when X trials are removed).  

Hypothesis 2 

Hypothesis 2 explores the extent to which these semantic priming effects vary across 

languages. Therefore, we will calculate a random effects model using the nlme99 package in 

R wherein the random intercept of language will be added to the overall intercept only model 

for Hypothesis 1. We will report the standard deviation of the random effect, its 95% 

confidence interval, the AIC change between models, and the pseudo-R2 values for the 
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effect size of this parameter100. Results will support significant heterogeneity when the AIC 

for the random effects model is two points or more less than the AIC for the intercept-only 

model56. This analysis will be repeated with the 2.50 z-score outliers and 3.00 z-score 

outliers excluded. We will include a forest plot of the priming effect and their 95% confidence 

intervals to visualize the potential heterogeneity in the priming results. Simulations of models 

within and without variability in the priming effects can be found at https://osf.io/fbhr8/. 

Protocol Registration 

 Our preregistration for this report can be found at https://osf.io/u5bp6 (updated 

5/31/2022).  

Data Availability  

 All raw and processed data will be available for download from the website devoted 

to this project with backups provided on OSF and Zenodo. 

Code Availability 

 All code used for study creation and delivery, data processing, and analyses will be 

available on OSF (https://osf.io/wrpj4/) and GitHub 

(https://github.com/SemanticPriming/SPAML).  

 

  

https://osf.io/fbhr8/
https://osf.io/u5bp6
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Figure 1. Stimuli selection method flow chart. Circles represent the data or models used in 

the decision tree. Diamonds represent a decision criterion for the data selected. Squares 

represent coding processes or data reduction for the final stimuli set.  
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Figure 2. Flow chart of the procedure for the study. Within the lexical decision task, 

participants are given short breaks after 100 trials (i.e., each answer given). The answer 

choices for that language will always be displayed on the bottom of the screen during the 

lexical decision task.  
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Table 1.  

Design Table 

Question Hypothesis Sampling plan 
(e.g., power 
analysis) 

Analysis Plan Interpretation 
given to different 
outcomes 

Is semantic 
priming a non-
zero effect? 

HA: Response 
latencies will be 
faster for related 
word-pairs in 
comparison to 
unrelated word 
pairs.   
 
H0: Response 
latencies for 
related word-pairs 
will be slower or 
equal to those for 
unrelated word-
pairs. 

We will sample 
participants on 
items until they 
reach a desired 
accuracy in 
parameter 
estimation 
confidence 
interval width (SE 
= 0.09).  

We will calculate 
the mean and 
95% confidence 
interval for the 
priming effect 
subtracting 
related word 
conditions from 
unrelated word 
conditions at the 
item level by 
using an 
intercept-only 
regression 
model. 
 
These 
calculations will 
be repeated for 
the data with 2.5 
z-score outlier 
trials excluded 
and 3.0 z-score 
outlier trials 
excluded.  

The results will 
support HA when 
the lower limit of 
the confidence 
interval is 
positive and 
non-zero > 
0.0001 
 
The results will be 
inconclusive when 
the lower limit of 
the confidence 
interval is 
negative or zero 
≤ 0.0001. 

Does the 
semantic priming 
effect vary across 
languages? 

HA: Priming 
response 
latencies will be 
variable between 
languages (i.e., 
heterogeneous).  
 
H0: Priming 
response 
latencies will not 
be variable 
between 
languages (i.e., 
homogenous).  

 

We will sample 
participants on 
items until they 
reach a desired 
accuracy in 
parameter 
estimation 
confidence 
interval width (SE 
= 0.09).  

We will add a 
random-
intercept of 
language to the 
previous 
intercept-only 
model to assess 
overall 
heterogeneity.  
 
These 
calculations will 
be repeated for 
the data with 2.5 
z-score outlier 
trials excluded 
and 3.0 z-score 
outlier trials 
excluded.  

The results will 
support HA when 
the ΔAIC 
(intercept-only 
minus random-
intercept) is ≥ 2 
points.  
 
 
The results will be 
inconclusive when 
the ΔAIC 
(intercept-only 
minus random-
intercept) is < 2 
points.  

 


